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Do you remember when people used to say “fiber optics are future proof”. 
Well, it is and it isn’t. Pay close attention to the capability of the fiber optic 
technologies and vendors you invest in. You should combine modern application 
warrantees to get the most from your investments in this critical part of the 
data center. Industry design standards need to evolve to match high performance 
fiber optic systems. As work continues eventually the ISO/EIA standards will 
catch up but, in the meantime, buyer beware. 
Centralized Network Architecture (CNA) or “fiber to the desk” was a typical example of a 
future proof design using fiber optics and yet, these networks have indeed become obsolete. 
Most network owners will have a similar experience in network backbones and data centers 
where earlier types of multimode fiber have over time seen useable distances decrease as 
bandwidth requirements have increased. Many customers are replacing “OM2” fiber as it 
becomes clear that the “future” of this fiber is limited. 

Many of the optical connectors we used in data center networks such as Biconic, ST, MTRJ 
and even SC connectors are now obsolete or heading that way soon. Many believe the 
international standards for fiber network technologies are lagging the needs and realities of 
practical data center networks today. Market forces drive fiber and copper technologies to 
adapt to the new realities of higher bandwidth and density. In the past, customers believed they 
were purchasing the ultimate in future capabilities when they made their investments in CNA 
fiber networks. Today the application requirements are not aligned fully with industry standards 
and common practice. Understanding these gaps can help prevent investment in obsolete fiber 
optic technologies!

Fiber optics, like all technology in the data center, evolves to keep pace with the relentless 
exponential increase of bandwidth requirements. What was once considered “high” 
bandwidth – multimode fiber – has been pushed to its bandwidth limits. However, multimode 
fiber has evolved, increasing its bandwidth capabilities. This evolutionary path is interesting in 
that it has revealed fiber’s limitations more clearly. Higher bandwidth capacities are achieved 
through a series of small improvements and tweaks to optic components. Necessarily, a re-think 
of design and installation specification of fiber networks is required for a modern data center. 

Fiber Optic Cable by Distance and Speed

OM1 OM2 OM3 OM4

1 Gb/s 300m 500m 860m

2 Gb/s 150m 300m 500m

4 Gb/s 70m 150m 380m 400m

8 Gb/s 21m 50m 150m 190m

10 Gb/s 33m 82m 150m 1 190m 1

16 Gb/s 15m 2 35m 2 100m 2 125m 2

As bandwidth increases imitations in fiber optic cable begins to show up. Longer cables increase the impact on 
signal quality. As cable length increases signals become unusable as cable limitations degrade the signal quality. 
New cables have been improved to provide support for higher bandwidth applications. Older cables must be 
removed and connectors need to provide better performance to meet the needs of modern data centers. OM1 and 
OM2 fiber types are now considered obsolete for data center applications. (Source Demartek)
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Multimode fi ber cable standards (OM3 or OM4) are now the media of choice for most data 
center applications. OM3/4 fi bers provide the dramatic increases in bandwidth required to 
match the needs of next generation network solutions deployed today in support of 40 and 
100 Gigabit speeds. That is not to say that each individual fi ber can support 40G or 100G 
over long distances; rather standards have evolved to allow multiple fi bers to work together to 
provide an aggregate bandwidth of N X 10G where N is the number of fi bers utilized. In this 
way 8 fi bers can work together to provide 40G bi-directional bandwidth. Similarly twenty 
fi bers can deliver 100G links.

While grouping multimode fi bers together provides higher bandwidth, it creates some practical 
issues. We typically think of each fi ber links as two connectors – Transmit and Receive. So how 
would we keep track of 8 fi bers or 20 fi bers? Fortunately a solution for handling multiple fi bers 
was invented many years ago by NTT. Multiple fi ber connectors like the Multifi ber Push-on 
(MPO) can organize these fi bers into physical groups that make logical and mechanical sense. 

The design of data centers requires careful planning and organization to ensure reliability and 
scalability. We have learned, sometimes the hard way, that ad-hoc cabling will eventually lead 
to operational disaster. The TIA 942(A) data center standard for example, depicts best practice 
for organizing a data center creating the concepts and rules used for a structured approach in 
data center cabling design. These concepts provide for patching fi elds to distribute resources 
within the data center. A practical fi ber solution must therefore support multiple connections 
in order to support these structured cabling designs organizing resources in the data center.

MPO connectors are available 
in 12 though 72 fi ber versions
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Data centers are now being designed to be highly scalable. There are many potential 
applications, topologies and construction methods used today. Data center operators are 
looking for models that can minimize capital outlay and optimize operational costs. This has 
led many designers to look to modular systems that can scale, starting small but able to grow 
quickly and easily to support expansion. Solutions that can be changed, re-configured and re-
used offer the building blocks for these designs. 

In addition to patching flexibility and multiple fibers, the “reach” or distance support of fiber 
solutions adds greatly to the scalability and utility of the system. Consider larger data centers 
for example where multiple connection fields and large coverage areas are required. The 
maximum distance that a fiber cabling system can support becomes a primary consideration.

Application specifications now define the cabling support 40G E and 100G E optics will 
require. We know that for simple links OM3 fiber can support distances of up to 100 meters 
– point to point. OM4 fiber can similarly support distances of 150 meters. It is important to 
understand how this applies to a real world data center design, including multiple links and 
interconnections representing our zone and tiered infrastructures – designs are now very rarely 
point to point configurations. Interconnection loss (the loss from each connector in the link) 
decreases the total distance or “reach” that can be supported. However the distance lost to 
interconnection loss does vary. Multiple links and patching must be included in system design 
calculations and the impact on reliability must be understood and managed. 

Applications such as 8G Fibre Channel have their own rules for deployment. For both 
Fibre Channel and Ethernet, the rules require high performance fiber and high performance 
connections to be useful in data centers using structured cabling. Just as low bandwidth 
fiber has become obsolete, the current ISO and TIA standard based connector performance 
has become obsolete. The current industry standards specify a connector loss performance 
of 0.75db per connector. The maximum application loss tolerated by modern high-speed 
applications could be reached with just two “standard” connectors. The good news is today 
we can easily exceed this “Standard” value for connector loss. The bad news is we cannot 
continue to refer to these standard values when we specify practical data center systems. 
A new method of specifying optical system performance is needed.
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The total link loss from end to end is obtained by adding up all the component losses. These loss values are 
specified by the manufacturer. The maximum loss must be kept below the application limits.

Specifying definitive risk free designs is the intent of industry standards. End-users have not 
had to engineer their own solutions in the past because the standards provided engineering 
guidelines and common application support. Consider what an end-user might face without 
the benefit of a workable standard. A typical design example might require a link with 3 patch 
points and 160 meters of fiber. How far will this link support 8G Fiber Channel? What if we 
want to make changes in the future where more patching or longer distances are required? 
Who will certify new configurations? Will the application requirements be met and will it 
support all vendors’ products? What should our “New Standard” be? 

Defining the “New Standard” can be approached from a component perspective. For example 
the accepted “standard” value for loss is 0.75db for a connector, however, 0.2db or less is a 
routine value that we might expect to actually see. The application requirements will dictate the 
absolute maximum value for total system loss, which might be something less than 1.5db. So 
start with the total loss allowed, subtract the loss for the fiber we are using and then divide the 
balance among the connectors we need to use to see what connector performance we need. 
Finally we can compare the loss value to the stated claims from the cabling vendor. Note that 
the vendor must guarantee the maximum loss values as opposed to something more optimistic 
like “average” or “typical” numbers to ensure design conformance.

In this approach the end-user designs the system and certifies the support for the application 
in question. The vendor usually takes no responsibility for overall system design but supplies 
much of the data needed to make the design decisions. Some end-users feel that there must 
be a better way to deal with this issue. Some manufacturers are responding with guaranteed 
application guides -an example is given below. Here the overall application support is 
described using the essential design elements of the data center topology. 

Application guides (like the 4G FC table on page 6) make it easier to design support for 
new applications. After evaluating the data center design requirements, length, number of 
connections and speeds can be determined. Data center designs conforming to the table are 
easily verified and guaranteed to support this application.
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4 Gigabit Fiber Channel, 850 nm Serial 
(FC-P14 400-MX-SN-I)
Supportable Distance ft (m)

lazrspeed 550 with lc connections

# LC Connections* 
with:

1 MPO 2 MPOs 3 MPOs 4 MPOs 5 MPOs 6 MPOs

0 1310(400) 1310(400) 1310(400) 1310(400) 1310(400) 1310(400)

1 1310(400) 1310(400) 1310(400) 1310(400) 1310(400) 1310(400)

2 1310(400) 1310(400) 1310(400) 1310(400) 1310(400) 1250 (380)

3 1310(400) 1310(400) 1310(400) 1310(400) 1310(400) 1250 (380)

4 1310(400) 1310(400) 1310(400) 1310(400) 1250 (380) 1180 (360)

5 1310(400) 1310(400) 1310(400) 1250 (380) 1180 (360) 1180 (360)

6 1310(400) 1310(400) 1310(400) 1250 (380) 1180 (360) 1120 (340)

Changes in data center design, applications and capacity occur frequently. A typical example 
would be an increase in bandwidth for storage applications, perhaps a move from 4G Fibre 
Channel to 8G Fibre Channel. The newer technologies provide for increases in throughput 
and in general as new generations of equipment are introduced the port density also tends 
to increase. When evaluating the deployment of the new equipment two questions come up. 
Will the current infrastructure support an upgrade in speed? Can I reach enough of the floor to 
make use of the increased number of ports in the new switch? Again, we can make use of the 
application tables to answer these questions.

This table determines the impact of the new application. The maximum supported distance 
will decrease as speeds increase. The example shown is for use with OM4 fiber. The table 
indicates the maximum cable distance (6 LC and 6 MPO for example) as 150 meters for 
8G Fibre Channel vs 340 meters with 4G Fibre Channel. While this is a large number of 
connections, it represents real world requirements for some applications.

8G Fiber Channel, 850 nm Serial “Limiting receiver” 
(FC-P14 800-MX-SN)
Supportable Distance ft (m)

lazrspeed 550 with lc connections

# LC Connections* 
with:

1 MPO 2 MPOs 3 MPOs 4 MPOs 5 MPOs 6 MPOs

0 790 (240) 740 (225) 740 (225) 690 (210) 690 (210) 640 (195)

1 740 (225) 740 (225) 690 (210) 690 (210) 640 (195) 640 (195)

2 740 (225) 740 (225) 690 (210) 640 (195) 640 (195) 590 (180)

3 740 (225) 690 (210) 690 (210) 640 (195) 640 (195) 590 (180)

4 690 (210) 690 (210) 640 (195) 640 (195) 590 (180) 540 (165)

5 690 (210) 640 (195) 640 (195) 590 (180) 590 (180) 540 (165)

6 690 (210) 640 (195) 590 (180) 590 (180) 540 (165) 490 (150)



Network planners and data center designers can use these tables to model future network 
upgrades. If plans include deploying higher speeds in the future then zone sizes and patching 
topologies can be chosen in advance to provide for these future applications. A future plan 
might include 16G Fibre Channel. The coverage area of director 16G Fibre Channel switches 
would be smaller when compared to 8G Fibre Channel. Again the application support table 
for 16G Fibre Channel can be consulted to determine the maximum reach and patching 
combinations available for 16G switches. The initial data center design topology can then be 
designed to support an eventual deployment of 16G technology. The same process applies to 
40G and 100G Ethernet planning. Application tables provide the guidelines for design and 
deployment.

16 Gigabit Fiber Channel, 850 nm Serial 
(FC-P15 1600-MX-SN)
Supportable Distance ft (m)

lazrspeed 550 with lc connections

# LC Connections* 
with:

1 MPO 2 MPOs 3 MPOs 4 MPOs 5 MPOs 6 MPOs

0 560 (170) 540 (165) 520 (160) 510 (155) 480 (145) 460 (140)

1 540 (165) 520 (160) 510 (155) 490 (150) 480 (145) 440 (135)

2 520 (160) 510 (155) 490 (150) 480 (145) 460 (140) 430 (130)

3 520 (160) 490 (150) 480 (145) 460 (140) 440 (135) 410 (125)

4 510 (155) 490 (150) 460 (140) 440 (135) 430 (130) 390 (120)

5 490 (150) 480 (145) 440 (135) 430 (130) 390 (120) 380 (115)

6 480 (145) 460 (140) 430 (130) 410 (125) 380 (115) 360 (110)

*CommScope supplies these application tables depicting guaranteed application support. These tables uniquely 
describe the SYSTIMAX support capability which exceeds general industry standards. 

In conclusion, the design of fiber systems for the data center requires a new approach. The 
new approach must include optical system specifications that are directly linked to application 
based support for modern high-speed applications. A design approach that enables a clear 
understanding of design options is possible when manufacturers provide applications design 
guidelines for end-users. Specifications in terms of topology and reach are a more appropriate 
method for system designers and operators. Guaranteed support for these application 
guidelines ensures the system vendor shares the design and support responsibilities in an 
appropriate fashion.
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